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Accurate and Robust Automatic Target Recognition Method for
SAR Imagery with SOM-Based Classification

Shouhei KIDERA†a) and Tetsuo KIRIMOTO†, Members

SUMMARY Microwave imaging techniques, in particular synthetic
aperture radar (SAR), are able to obtain useful images even in adverse
weather or darkness, which makes them suitable for target position or fea-
ture estimation. However, typical SAR imagery is not informative for the
operator, because it is synthesized using complex radio signals with greater
than 1.0 m wavelength. To deal with the target identification issue for imag-
ing radar, various automatic target recognition (ATR) techniques have been
developed. One of the most promising ATR approaches is based on neu-
ral network classification. However, in the case of SAR images heavily
contaminated by random or speckle noises, the classification accuracy is
severely degraded because it only compares the outputs of neurons in the
final layer. To overcome this problem, this paper proposes a self organized
map (SOM) based ATR method, where the binary SAR image is classi-
fied using the unified distance matrix (U-matrix) metric given by the SOM.
Our numerical analyses and experiments on 5 types of civilian airplanes,
demonstrate that the proposed method remarkably enhances the classifi-
cation accuracy, particular in lower S/N situations, and holds a significant
robustness to the angular variations of the observation.
key words: automatic target recognition, neural network, self organizing
map (SOM), synthetic aperture radar (SAR), SAR imagery, U-matrix metric

1. Introduction

Satellite-borne or ground-based microwave radar systems
are essential tools for long range assessments, even in an
optically harsh environment, such as adverse weather, dark-
ness or strong backlight situations. This property is indis-
pensable for emerging target identification requirements, in
disaster area assessment, coast guard security, or air-traffic
control, where the targets such as buildings, ships or air-
planes need to be correctly identified and located. For such
applications, there has been major progress in SAR-based
[1] imaging techniques and its spatial resolution has been
improved because of recent advances in measurement de-
vices [2], [3]. However, it is still difficult for an operator to
recognize targets in high-resolution SAR images, compared
to optically acquired images, because the SAR image is gen-
erated by complex signals of greater than 1 m wavelength.

To address this issue, various automatic target recogni-
tion (ATR) schemes for SAR imagery have been proposed.
Most are based on a machine learning approach such as a
neural network [4], [5] or support vector machine (SVM)
[6]. In particular, neural network based approaches have im-
proved considerably, e.g. employing a range profile [7], or
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exploiting polarimetric data [8], [9]. While these approaches
have provided significant results for typical ATR systems, in
the case of degraded SAR images contaminated by random
or speckle noises, this approach fails to work well, because
its classification mainly relies on the assessment only for the
difference of outputs obtained from test and training inputs.

This paper applies a self-organized map (SOM), based
on topological clustering, as a solution to the ATR problem
[10], [11]. To deal with the ATR issue, this method incor-
porates a classification process into SOM known as a super-
vised SOM [12], [13]. One application based on the SOM
classification has been reported for urban area measurement
using polarimetric radar, where an open-space, artificial
structure or vegetation is appropriately classified by employ-
ing Stokes vectors [14], [15]. Note that this method adds the
output layer (the Grossberg layer) from the Kohonen layer
(SOM) to classify the Stokes vector, which is regarded as
an extended type of the existing neural network approaches.
It does not then proactively use the topological feature of
SOM. To extract the maximum potential from SOM clas-
sification, this paper exploits the topological characteristic
of SOM by introducing the criteria of the U-matrix met-
ric calculated on the SOM [16], [17]. In detail, the SOM is
initially generated by training SAR images with the batch-
learning SOM (BLSOM) algorithm [18], where the cluster-
ing result can be impervious to the order of the training se-
quence. This method then classifies the SAR images into an
appropriate category, introducing the path integration along
the U-matrix potential field, the barrier of which effectively
separates each training image. A distinct advantage of this
method is that it accurately classifies the noisy SAR images
degraded by random or speckle noises, because it evalu-
ates not only the Euclidean distance between the node loca-
tions, but also considers the topological distribution of the
U-matrix potential field. Finally, numerical analyses of the
experimental data obtained from 1/200 scaled-down mod-
els, investigating the 5 civilian aircraft(B-747, B-777, B-
787, DC-10 and A320), demonstrate that the proposed ATR
method successfully classifies SAR imagery, even in quite
noisy environment, and holds a certain amount of robust-
ness to the angle variations of aircraft nose.

2. Observation Model and SAR Image Binarization

Figure 1 shows the observation geometry. It assumes a
mono-static radar, where a set of transmitting and receiving
antenna is scanned along the straight line as y = y0, z = z0,
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Fig. 1 System and geometry model.

and the location of antenna is set at (x, y0, z0). A target
with arbitrary shape is located in the vicinity of the origin.
The propagation speed of the microwave is a known con-
stant. The off-nadir angle is denoted by θ. Each antenna re-
ceives the complex-valued reflection signals s(x, f ) at each
frequency f , which are swept in the finite frequency range
with the pulse compression technique. The SAR complex
image focused on the z = 0 plane is defined as I(x, y). For
SAR image generation, the back projection method [19] is
adopted, because this method maintains the spatial resolu-
tion and accuracy even for various observation geometries,
compared with the other chirp-scaling or a range Doppler
based schemes. To deal with target recognition, the SAR
image is binarized as:

Ibi(x, y) =

{
1 (|I(x, y)| ≥ Ith),
0 (Otherwise),

(1)

where the binarization threshold Ith is determined by Otsu’s
discriminant analysis method [20]. This method automati-
cally determines the above threshold Ith by maximizing the
separation metrics as the ratio of a between-class variance
and a within-class variance.

3. Conventional Method

As one of the most typical approaches to resolve the ATR
issues, the neural network based method using back propa-
gation training is introduced in this section [21]. For sim-
plicity, the three layers model, i.e. input, hidden and output
layers, is employed. Figure 2 shows the topology of this
neural network model. The binarized SAR image Ibi(x, y)
is rearranged as a single row matrix, x =

[
x1, · · · , xN1

] ∈
R

1×N1 , where N1 denotes the total number of SAR im-
age pixels. The kth training data is also defined as xtr

k =[
xtr

k,1, · · · , xtr
k,N1

]
, ∈ R1×N1 (k = 1, · · · ,Ntr), where Ntr is the

total number of the training data. The output of the mth
layer is defined as u(m) =

[
u1(m), · · · , uNm(m)

] ∈ R1×Nm ,
where Nm denotes the total number of neurons at the mth
layer. The output of the jth neuron in mth layer is defined as
uj(m),

Fig. 2 Topology of neural network in three layers model.

uj(m) = x j, (m = 1) (2)

uj(m)=
1

1+exp

⎛⎜⎜⎜⎜⎜⎜⎝−
Nm−1∑
i=1

wi, j(m)ui(m−1)

⎞⎟⎟⎟⎟⎟⎟⎠
, (m = 2, 3) (3)

where wi, j(m) denotes the weight coefficient from ui(m − 1)
to uj(m) as shown in Fig. 2.

In the training process, the back propagation algorithm
[21] is adopted, which is based on minimization the follow-
ing quantity E,

E =
Ntr∑
k=1

∥∥∥utr
k (3) − u(3)

∥∥∥2
, (4)

where utr
k (3) denotes the output values of the final layer,

when xtr
k is input. The optimal update amount for the weight

wi, j(m) is determined by the gradient approach to attain the
minimum value of E,

Δwi, j(m; t+1)=η
Ntr∑
k=1

ζk, j(m)ui(m−1)+αΔwi, j(m; t), (5)

where Δwi, j(m; t) denotes the update amount of the weight
wi, j(m) in the tth training trial, η is the constant training co-
efficient and α means memory coefficient for the previous
weight. Here, ζk, j(m) is defined as

ζk, j(m) =⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z j(m)

Nm+1∑
l=1

ζk,l (m+1)w j,l (m+1; t), (m=2)

z j(m)
(
utr

k, j (m)−uj(m)
)
, (m=3)

(6)

where z j(m) = uj(m)(1−uj(m)) is defined. The above update
is recursively carried out with the TNN times.

Next, this method classifies the unknown image data x
into the KNN

opt th group of the training data as,

KNN
opt = arg min

1≤k≤Ntr

‖u(3) − utr
k (3)‖

‖utr
k (3)‖ , (7)

where uk(3) denotes the output values of the final layer,



KIDERA and KIRIMOTO: ACCURATE AND ROBUST AUTOMATIC TARGET RECOGNITION METHOD FOR SAR IMAGERY WITH SOM-BASED CLASSIFICATION
3565

when x is input to the neural network after the training pro-
cess. While some literature based on this approach verified
that they could effectively discriminate unknown images
in typical situations [4], [5], in the case of noisy SAR im-
ages contaminated by random or speckle noises, this method
hardly obtains a sufficient accuracy for target classification
even with the optimzized parameters such as η or α, because
it mainly adopt the classification comparing the output dif-
ferences between the test and training at the final layer.

4. Proposed Method

As a solution to the aforementioned difficulties, this paper
proposes the SOM based classification method. Note that,
while the SOM itself does not require the training data, it
can cluster the input data in a lower-dimensional map (for
example a 2-dimensional map). In recent years, several liter-
ature using SOM with training data called supervised-SOM
have been reported in pattern recognition issues [12], [13].
To address the ATR for SAR imagery, this paper adopts a
similar approach in the above literature. That is, in the first
stage, the SOM is generated using the training SAR imagery
xtr

k as defined in Sect. 3. The unknown input data are then
classified into a specific category, considering the topologi-
cal distribution of the U-matrix potential field given by the
SOM.

4.1 Training Process

First, the training process in the proposed method is de-
scribed as follows. The training binarized SAR images are
set as xtr

k , (k = 1, · · · ,Ntr). The SOM consists of MX × MY

nodes (neurons) located in the 2-dimensional rectangular
grid with the coordinates (x, y), where MX and MY denote
the numbers of nodes along x and y axes. The location of
each node is defined as p, and the node has the output vec-
tor defined as y(p; t) ∈ R1×N1 , where t denotes the number
of the training trial. For effective separation for node loca-
tions of each training image, an initial output for each node
is defined using a linear mixture of the training images as,

y(p; 0) =

∑Ntr

k=1 ak(p)xtr
k∑Ntr

k=1 ak(p)
, (8)

where ak(p) has a uniform distribution for [0, 1] with a vari-
ant of node locations.

The actual procedure is summarized as follows.

Step 1). Initial images for all nodes are determined in
Eq. (8).

Step 2). For the kth training data xtr
k , the location of the

winner node denote as p̂k(t) is determined by:

p̂k(t) = arg min
p∈Ω

‖y(p; t) − xtr
k ‖, (9)

where Ω express the region of SOM, and ‖ ∗ ‖ denotes
the Euclidean norm.

Step 3). After calculating p̂k(t) for all the training data,
the output of each node is updated by:

y(p; t+1) = y(p; t)+

∑Ntr

k=1 h
(
p̂k(t), p

) (
xtr

k − y(p; t)
)

∑Ntr

k=1 h
(
p̂k(t), p

) ,

(10)

where h
(
p̂k(t), p

)
is the neighbouring function as

h
(
p̂k(t), p

)
= β(t) exp

(
−‖ p̂k(t) − p‖2

2σ(t)2

)
. (11)

Here, σ(t) = σ0(1− t/2Tsom), β(t) = β0(1− t/2Tsom) are
set, for simplicity, where Tsom denotes the total num-
ber of training trials. σ(t) denotes the affecting re-
gion of the neighboring function, and β(t) presents a
learning coefficient. Both σ(t) and β(t) should decrease
monotonically with trial [11], and are empirically de-
termined.

Step 4). Steps 2) to 3) are repeated until the trial number
reaches Tsom.

We then adopt the batch learning (BL) approach in Step 3)
for creating the SOM [18], which has the distinct advantage
that the final SOM is not relevant to the order of the training
data, that is, the SOM is updated after all the input data are
evaluated. Moreover, in calculating the Euclidean distance
between the nodes in Eq. (11), it assumes a periodical struc-
ture of the SOM, to avoid the edge convergence of each win-
ning node. Figure 3 shows the periodical structure of SOM,
where the eight subsidiary SOMs (Sub SOM) are adjacently
located to the actual SOM (Main SOM). As shown in Fig. 3,
the actual distance between the node pA and pX is not mea-
sured as ‖pA − pX‖ but as ‖pA1 − pX‖ in calculating Eq. (11),

Fig. 3 Periodical structure of SOM and the actual distance between
nodes of pA and pX .
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which is the minimum of ‖pX − pAi‖, (i = 1, · · · , 8).

4.2 Classification Process

The classification process is now introduced. In this method,
the U-matrix potential field derived in [17], is proactively
used for classification, which is normally referenced as the
visualization of the data discrepancy of each node, not only
Euclidean distance between them. In preparation, each win-
ner node for the kth training data in the final SOM is deter-
mined as p̂k(Tsom). For the unknown input as x, the location
of the winner neuron p̂(x) is determined by:

p̂(x) = arg min
p∈Ω

‖y(p; Tsom) − x‖. (12)

One of the traditional metric is the Euclidean distance be-
tween p̂(x) and p̂k(T ). However, this metric does not con-
sider the potential barrier generated by the U-matrix, which
enables us to quantitatively assess the actual discrepancy
among y(p; T ) of each node. To extract a maximum po-
tential of the SOM feature, x is classified into the Ksom

opt th

Fig. 4 Possible and optimum path in minimizing the right term of
Eq. (13).

Fig. 5 Flowchart of the proposed method.

group of training data with the U-matrix metric as,

Ksom
opt = arg min

1≤k≤Ntr

⎧⎪⎪⎨⎪⎪⎩ minC(k, x)

∫
C(k, x)

U(p)ds

⎫⎪⎪⎬⎪⎪⎭ , (13)

where C(k, x) denotes all possible paths from p̂k(Tsom) to
p̂(x) on U-matrix field as U(p), which is detailed in Ap-
pendix, and ds = ‖dp‖. In minimizing the value of the above
integration, all possible paths are investigated from the node
p̂(x) to p̂k(Tsom) as shown in Fig. 4, where the periodical
structure of SOM as in Fig. 3 is also considered. Figure 5
summarizes the procedure of the proposed method.

5. Performance Evaluation Using Experimental Data

This section presents the validation of each method using
the experimental data. Figure 6 shows the experimental sce-
nario. The transmitting and receiving antennas are two horn
antennas with 3 dB beam widths of 27 ◦, and a separation of
48 mm. On the transmitter side, a 20 dB amplifier is inserted
to obtain a sufficient echo from the targets. The received
data each frequency are acquired by a vector network ana-
lyzer (VNA). The both transmitting and receiving polariza-
tions are a linear in the direction of y-z plane, namely, verti-
cal polarization. To adjust the possible experimental setup,
a 1/200 downscaled model for the target, geometry and spa-
tial resolution is adopted, because an X-band radar system is
assumed in this study, where the spatial resolution is around
2 m and the center frequency is around 10 GHz. However,
with respect to the center frequency of the transmitted sig-
nal, it is difficult to adjust it to a realistic value (more than
THz frequency required in the 1/200 model) because of the
limitations of the experimental device, and a 1/3 downscale
model is used. The minimum and maximum frequencies in
the VNA are 24 and 40 GHz, where the spatial resolutionΔR
is 9.375 mm, and the central wavelength λ is also 9.375 mm.
The center locations of the transmitting and receiving an-
tennas are set at (0, y0, z0) = (0.0ΔR, 112.0ΔR, 79.1ΔR), and
the off-nadir angle θ is 54.7 degree. The 5 different types of
aircrafts are 1/200 scaled-down plastic models of the B-747,
B-777, B-787, DC-10 and A320, with iron-coated surfaces.
Figure 7 shows the optical images for these airplanes. To

Fig. 6 Experimental scene.
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Fig. 7 Optical images for each type of airplane.

Fig. 8 SAR images for each airplane.

Fig. 9 Binarized images for each airplane.

enhance the signal to clutter ratio, the received signals from
a scene with no target are eliminated from the observed sig-
nals when a target exists.

Figures 8 and 9 illustrate the absolute values of the
complex SAR images and the binarized images for each air-
plane, where the angle of the airplane nose as φ as shown
in Fig. 6, is set to 0◦. As described in Sect. 2, each complex

Fig. 10 U-matrix potential field created by SOM and winner nodes for
each training data.

SAR image is generated by the back projection algorithm,
and its binary threshold Ith is determined by the Otsu’s dis-
criminant analysis method. As shown in these figures, while
the appearances of each SAR or binarized image are differ-
ent from each other, it is naturally difficult for an operator,
who is accustomed to an optical image, to identify the model
of airplane. Figure 10 shows the U-matrix potential field
created by the SOM and the winner node for each airplane.
N1 = 251 × 251 = 63001, MX = MY = 26, 0 ≤ ‖p‖ ≤ 1,
σ0 = 0.2, β0 = 0.5 and Tsom = 100 are set. As shown in this
figure, the winner node of p̂k(Tsom) for each training data set
is located to maintain a certain distance from other nodes,
and the U-matrix potential creates a significant barrier be-
tween them.

5.1 Robustness to Noises

First, we investigate the classification performance for each
method, in the case that the obtained SAR images are con-
taminated by numerically adding random noises. To gener-
ate the contaminated input images, white Gaussian complex
components are directly added to each complex SAR image.
Here, S/N is defined as the ratio of the average power of the
target region to that of the non-target region in the image
domain. This paper assumes that target detection has been
completed, and an orientation for each target can be esti-
mated within a certain level of error as 30◦. We then only
discuss the classification accuracy of the airplane types, and
do not deal with a target identification for each type of air-
plane. Figure 11 shows the correct classification probabil-
ity for airplane type (abbreviated as PCC) versus the S/N for
each aircraft target model, obtained using the neural network
based conventional method and our proposed method. The
100 different cases are investigated at each S/N in changing
a random seed. The parameters of the conventional neural
network are set at N2 = 15, N3 = 5 and TNN = 10000,
where N2 and N3 denotes the number of neurons in the hid-
den and the output layers, respectively. As shown in Fig. 11,
the proposed method significantly enhances the classifica-
tion probability in the lower S/N, and has a substantial ad-
vantage over the conventional neural network based method.
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Fig. 11 Classification probability versus S/N for each airplane type.

As a reference, Fig. 11 includes the results obtained using
the SOM based method with the traditional (Euclidean) met-
ric, specifically, corresponding to U(p) = 1 in Eq. (13). In
the cases for the B-787 and DC-10, the same results are ob-
tained using the traditional and U-matrix metrics. Except for
these cases, it verifies that the U-matrix metric can enhance
the PCC in this classification problem, because not only does
it measure the Euclidean distance between nodes, but can
consider the actual potential barrier on the SOM generated
by the U-matrix. It should be noted that the parameters used
for the conventional method, such as the number of neurons
in the hidden layer N2 or the learning coefficient η, offer
one of the best results in varying N2 = 10, 15, 20 and 30
or η = 1.0, 3.0 and 5.0. Focusing on the results for the B-
787, both methods retain a high PCC over 0.9 for the lower
S/N. This is because the SAR or binarized image of B-787,
is particularly different from other images, due to the rela-
tively high RCS from the airplane tail, and this difference
makes the discrimination of B-787 easier in both methods,
compared with other types of airplanes. For the particular
case of S/N=8 dB, Figure 12 illustrates the binarized images
for each airplane, contaminated by random noise, where the
conventional method cannot offer a correct classification in
any case, while the proposed method can do so even in quite
noisy situations. Finally, Table 1 shows the comparison of
the required S/N for holding the PCC = 0.9 in each target
case. This figure also verifies that the proposed method re-
quires a S/N of less than 5 to 10 dB compared to the S/N
required using the conventional method. This is because
the proposed method not only evaluates the output disparity
between the training and test outputs, but also assesses the
topological distance on the SOM considering the potential
barrier generated by the U-matrix.

Fig. 12 Binarized images for each airplane at S/N = 8 dB.

Table 1 Required S/N for obtaining Pcc ≥ 0.9 in each method.

B747 B787 B777 DC-10 A320
Conventional 11 dB 5 dB 15 dB 12 dB 12 dB

Proposed 5 dB 0 dB 5 dB 5 dB 7 dB

5.2 Robustness to Observation Angle Errors

As further assessment of the ATR performance, the robust-
ness to the angle difference of the observations is investi-
gated. In this case, a nose angle of each airplane is φ as con-
tinuously varied from −30◦ to 30◦ with 1◦ sampling, using
the rotating table as shown in Fig. 6. Here, the same training
process is carried out in both the conventional and proposed
methods as in the previous evaluation, i.e., the SAR image
at φ = 0◦ is employed as training data. The upper and lower
side of Figs. 13, 14, 15, 16 and 17 present the classifica-
tion results obtained by the conventional and the proposed
methods, for the cases of the B-747, B-787, B-777, DC-10
and A320. The numerically generated noises are not con-
sidered in this case. These figures verify that the proposed
method can significantly enhance the robustness related to
observation angle errors, compared to those obtained by the
conventional method, except for the case of B-787, which
can easily be discriminated by both methods. This is be-
cause the topological metric considering the U-matrix field
in the proposed method is considered to be effective in the
case of the angular variations of observations. As an exam-
ple of these results, Figure 18 shows the input images for
each airplane in the case of φ = −15◦, where the proposed
method correctly classifies all the images, while the conven-
tional method does not offer any correct results, except for
the B-787.

6. Conclusion

This paper proposed the SOM-based ATR method; it ex-
ploits the U-matrix metric to enhance the classification per-
formance, especially in situations of low S/N or where the
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Fig. 13 Classification result for each angle of airplane nose in B747 ob-
tained by the conventional (lower) and the proposed methods (upper).

Fig. 14 Same view as in Fig. 13 in the case of B787.

Fig. 15 Same view as in Fig. 13 in the case of B777.

orientations contain angle errors. The conventional neu-
ral network approach has the inevitable problem that in the
lower S/N case, its classification performance is severely
degraded because it can only compare the output value of
the final layer in the classification process. By contrast, the
proposed method measures the actual differences between
the training and test binary images considering the topolog-
ical distribution of U-matrix potential field. A performance
evaluation, based on the experimental data investigating 5
types of typical civilian aircrafts, verified that the proposed
method significantly enhances the classification probability
compared to the conventional method, in the case of con-
taminated images by random noises or the situation that the
observation angle for the target is different from that of the

Fig. 16 Same view as in Fig. 13 in the case of DC-10.

Fig. 17 Same view as in Fig. 13 in the case of A320.

Fig. 18 Binarized images for each airplane at φ = −15◦.

training images, and it is more flexible to the practical ATR
applications. In addition, it is an important future work to
assess our proposed method using the SAR images produced
by the actual satellite-borne SAR systems.
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Appendix: U-Matrix Field Calculation

U-matrix fields around the node location p are calculated
based on the approach as [17],

U

(
p+
Δx
2

)
= ‖y(p+ Δx) − y(p)‖, (A· 1)

U

(
p− Δx

2

)
= ‖y(p− Δx) − y(p)‖, (A· 2)

U

(
p+
Δy

2

)
= ‖y(p+ Δy) − y(p)‖, (A· 3)

U

(
p− Δy

2

)
= ‖y(p− Δy) − y(p)‖, (A· 4)

U

(
p+
Δx
2
+
Δy

2

)
= +

1
2
‖y(p+ Δx + Δy) − y(p)‖

+
1
2
‖y(p+ Δx) − y(p+ Δy)‖, (A· 5)
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Δx
2
− Δy

2

)
= +

1
2
‖y(p+ Δx − Δy) − y(p)‖

+
1
2
‖y(p+ Δx) − y(p− Δy)‖, (A· 6)

U

(
p− Δx

2
+
Δy

2

)
= +

1
2
‖y(p− Δx + Δy) − y(p)‖

+
1
2
‖y(p− Δx) − y(p+ Δy)‖, (A· 7)

U

(
p− Δx

2
− Δy

2

)
= +

1
2
‖y(p− Δx − Δy) − y(p)‖

+
1
2
‖y(p− Δx) − y(p− Δy)‖,

U (p) = 0, (A· 8)

where Δx = (Δx, 0), Δy = (0,Δy), and Δx and Δy denote
the intervals of each node p along x and y axis, respec-
tively. Naturally, each number of x and y samples of U(p)
has 2MX + 1, and 2MY + 1, respectively. In addition, this
paper assumes the periodical structure of the U-matrix sim-
ilar to SOM structure, in order to appropriately calculate the
potential field at each end of nodes.
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